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Although confounding is an important problem of cohort studies, its effects can be minimised to
enable valid comparison

In cohort studies, who does or does not receive an
intervention is determined by practice patterns,
personal choice, or policy decisions. This raises the
possibility that the intervention and comparison
groups may differ in characteristics that affect the study
outcome, a problem called selection bias. If these char-
acteristics have independent effects on the observed
outcome in each group, they will create differences in
outcomes between the groups apart from those related
to the interventions being assessed. This effect is
known as confounding.1 In the first paper in the series
we dealt with the design and use of cohort studies and
how to identify selection bias.2 This paper focuses on
the definition and assessment of confounders.

What is a confounder?
For a characteristic to be a confounder in a particular
study, it must meet two criteria.1 The first is that it must
be related to the outcome in terms of prognosis or sus-
ceptibility. For example, in the study of the association
between antipsychotic use and hip fracture that we
considered in the first paper,2 age is known to be
related to risk of hip fracture and therefore has the
potential to be a confounder.

The second criterion that defines a confounder is
that the distribution of the characteristic is different in
the groups being compared. It can differ in terms of
either the mean or the degree of variation or variability
in that characteristic. For example, for age to be a con-
founder in a cohort study, either the average age or the
variation in the age in the groups being compared
would have to be different. Assessing variation as well
as average values is important because groups can have
the same average value but very different variation. For
example, one group with an average age of 70 could
include only people aged 70 and another with the
same average age could consist of equal proportions of
individuals aged 50 and 90. Nevertheless, even a char-
acteristic that is a strong predictor of outcome will not
be a confounder if its distribution is balanced between
the comparison groups.

In assessing cohort studies, it is important to iden-
tify potential confounders and to examine their distri-
bution in the intervention and comparison groups.
Below we describe the three questions that need to be
answered.

Has there been a systematic effort to
identify and measure potential
confounders?
Although currently available evidence helps identify
potential confounders, the imperfect state of knowl-

edge means that some characteristics related to the
outcome may not have been discovered (unknown
confounders). Even if a confounder is known, there
may be insufficient data to evaluate it.

In randomised controlled trials, all potential
confounders (known or unknown) are expected to be
evenly distributed between the groups being com-
pared.3 Cohort studies, however, have no similar
protection against confounding and are especially vul-
nerable to unknown confounders. This does not mean
that all cohort studies are inherently invalid. The
unknown potential confounders may not have a large
independent effect on the outcome of interest and,
therefore, even if unevenly distributed, might not result
in much bias. Unknown potential confounders may
also be evenly distributed between the groups.
Nevertheless, all cohort studies should recognise that
unknown confounders could affect the results and, as
outlined in the next article in this series,4 investigators
should make an effort to determine how sensitive the
results are to unknown confounders.

Although unknown confounders are difficult to
deal with in cohort studies, a systematic approach can
be used to identify known confounders. This should
start with a well designed search of comprehensive
databases such as Medline. In the context of the study
of the relation between antipsychotic use and the out-
come of a hip fracture, a review of the literature
suggests that risk factors for hip fracture can be broken
down into four categories5–10:
x Features of medical history—for example, stroke,
osteoporosis
x Exposure to drugs—for example, benzodiazepines,
oestrogens
x Demographics—for example, age and sex
x Social and behavioural factors—for example, exer-
cise and diet.

Once the potential confounders have been
identified, the next step is to develop ways to measure
these in the groups being studied. In many cases, espe-
cially when using administrative databases, it may not
be possible to measure all known confounders. Even if
they are measured, the reliability and validity of the
measurement technique may be unclear. In the hip
fracture and atypical antipsychotic example (see
bmj.com for details of how the cohort was created) we
used administrative databases to measure known
confounders. These databases are poor sources of
information on behavioural and social factors. The
failure to include measures of these factors has been
identified as a key issue in cohort studies of hip
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fracture,11 and lack of control for lifestyle factors has
been suggested to have a key role in the differences in
risk of cardiovascular disease seen in cohort and
randomised controlled studies of hormone replace-
ment therapy.12 Although the administrative databases
can provide some information on patient history such
as previous falls, they may underestimate their true
prevalence. It is important to know which confounders
have been measured in the study and how well they
have been measured.

Is there information on distribution of
potential confounders between groups?
Information on the distribution of potential confound-
ers in the intervention and comparison groups is usually
provided in the first table of the paper. Confounding is a
problem only if these characteristics are unevenly
distributed between the intervention and comparison
groups. The table provides information on potential
confounders for two comparisons examining the
association between atypical antipsychotic use and hip
fracture. Tables similar to this should be included in all
cohort studies so that the reader can have an overview of
the potential for selection bias and confounding.

What methods are used to assess
differences in distribution of potential
confounders?
Perhaps the most common strategy to identify impor-
tant imbalances in individual confounders between
intervention and comparison groups is to use
significance tests such as �2 tests (for dichotomous vari-
ables) or t tests (for continuous variables). A problem
with these tests is that the significance levels are sensi-

tive to sample size, and the tests are usually not very
meaningful when applied to studies with very large
numbers of subjects (as is often the case for cohort
studies). Under such circumstances, the differences
may be significant but not clinically meaningful. For
example, in the comparison restricted to people with
dementia in the table, a difference of about three
months in mean age between groups is significant
(P < 0.001) but may not be clinically relevant.
Alternatively, if the samples are small, differences that
are clinically meaningful may not be significant. For
these reasons this approach to the assessment of
differences is of little value.

An alternative to traditional significance testing is to
use standardised differences or effect size to examine
between group differences in patient characteristics.

Baseline characteristics of study groups in comparisons of atypical antipsychotic versus no drug in all older people, and atypical versus typical antipsychotic
drug in older people with dementia. Values are numbers (percentages) of patients unless stated otherwise

Comparison 1: All older people Comparison 2: Older people with dementia

Atypical
antipsychotic
(n=34 960)

No
antipsychotic
(n=1 251 435) P value

Standardised
difference

Atypical
antipsychotic
(n=21 427)

Typical
antipsychotic
(n=33 263) P value

Standardised
difference

Age (years):

Mean (SD) 80.46 (7.63) 74.50 (6.58) <0.001 0.90 81.69 ( 7.11) 81.96 (7.17) <0.001 0.04

Median (interquartile range) 80 (75-86) 73 (69-79) <0.001 0.90 82 (77-87) 82 (77-87) <0.001 0.04

No (%) of women 21 720 (62.1) 714 829 (57.1) <0.001 0.10 13 406 (62.6) 20 151 (60.6) <0.001 0.04

Recent drug use

Oestrogen 1 857 (5.3) 84 364 (6.7) <0.001 0.06 1 000 (4.7) 983 (3.0) <0.001 0.09

Bisphosphonates 2 323 (6.6) 48 353 (3.9) <0.001 0.14 1 417 (6.6) 593 (1.8) <0.001 0.26

Long acting benzodiazepines 1 177 (3.4) 29 917 (2.4) <0.001 0.06 532 (2.5) 1 192 (3.6) <0.001 0.06

Short acting benzodiazpeines 15 722 (45.0) 174 990 (14.0) <0.001 0.88 9 016 (42.1) 14 267 (42.9) 0.06 0.02

Medical history

Obesity 1 010 (2.9) 51 306 (4.1) <0.001 0.06 492 (2.3) 945 (2.8) <0.001 0.03

Previous falls 3 420 (9.8) 31 712 (2.5) <0.001 0.45 2 460 (11.5) 3 940 (11.8) 0.196 0.01

Osteoporosis 3 509 (10.0) 84 034 (6.7) <0.001 0.13 2 119 (9.9) 2 206 (6.6) <0.001 0.12

Stroke 4 334 (12.4) 44 549 (3.6) <0.001 0.46 2 779 (13.0) 4 638 (13.9) 0.001 0.03

Parkinsonism 3 613 (10.3) 20 990 (1.7) <0.001 0.64 2 052 (9.6) 3 154 (9.5) 0.713 0.00

Alcoholism 2 014 (5.8) 18 155 (1.5) <0.001 0.35 1 355 (6.3) 2 344 (7.0) 0.001 0.03

Hyperthyroidism 148 (0.4) 1 631 (0.1) <0.001 0.08 83 (0.4) 129 (0.4) 0.993 0.00

Hyperparathyroidism 49 (0.1) 562 (0.04) <0.001 0.04 31 (0.1) 23 (0.1) 0.006 0.02

Chronic renal failure 2 761 (7.9) 50 478 (4.0) <0.001 0.19 1 656 (7.7) 2 473 (7.4) 0.204 0.01

Asthma or chronic obstructive
pulmonary disease

9 014 (25.8) 240 202 (19.2) <0.001 0.17 5 155 (24.1) 7 934 (23.9) 0.581 0.00

Rheumatoid arthritis 1 782 (5.1) 57 961 (4.6) <0.001 0.02 1 014 (4.7) 1 752 (5.3) 0.005 0.02

Visual impairment 978 (2.8) 13 323 (1.1) <0.001 0.17 623 (2.9) 975 (2.9) 0.873 0.00

Dementia 21 427 (61.3) 58 754 (4.7) <0.001 2.53 .

Cohort characteristics can confound only if they vary between comparison groups
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Standardised differences reflect the mean difference as a
percentage of the standard deviation. To estimate these,
differences between groups are divided by the pooled
standard deviation of the two groups. This measure of
the distribution is not as sensitive to sample size as tradi-
tional tests and provides a sense of the relative
magnitude of differences. Standardised differences of
greater than 0.1 are typically felt to be meaningful.13

In the table, traditional significance testing found
that all 19 potential confounders were significantly dif-
ferent (P < 0.001) in comparison 1, and that 13 of the
19 characteristics had standardised differences greater
than 0.1. Of particular note is the large standardised
difference for history of dementia. Restriction of the
study to people with dementia eliminates the possibil-
ity of confounding from this characteristic. For
comparison 2, traditional significance tests showed that
8 of the 18 potential confounders were significantly
different (P < 0.001) but only two had a standardised
difference greater than 0.1. The use of the standardised
differences technique shows that comparison 1 has
substantial selection bias, particularly for dementia,
whereas comparison 2 has much less potential for bias.

Both traditional significance testing and standard-
ised differences focus on one potential confounder at a
time and do not provide an overall perspective on how
the comparison groups differ. For example, two groups
could have the same mean age and proportion of
women, but one could contain old men and young
women and the other old women and young men. An
increasingly common approach to the analysis of
cohort studies of health care interventions is to use
propensity score methods14 15—a technique that
involves multivariate assessment of confounders (see
bmj.com for a brief discussion and an example).

Selection bias in cohort studies can result in
confounding. Here we have defined questions that can
help identify potential confounders. In the next article
we will examine statistical methods that can be used to
reduce the effect of confounding and strategies that
can be used to determine if the results of a study are
plausible.
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Key questions

Has there been a systematic effort to identify and
measure potential confounders?

Is there information on how the potential
confounders are distributed between the
comparison groups?

What methods are used to assess differences in
the distribution of potential confounders?

Submitting articles to the BMJ

We are now inviting all authors who want to submit a paper to
the BMJ to do so via the web (http://submit.bmj.com).

Benchpress is a website where authors deposit their
manuscripts and editors go to read them and record their
decisions. Reviewers’ details are also held on the system, and
when asked to review a paper reviewers will be invited to access
the site to see the relevant paper. The system is secure, protected
by passwords, so that authors see only their own papers and
reviewers see only those they are meant to.

Anyone with an internet connection and a web browser can use
the system.

The system provides all our guidance and forms and allows
authors to suggest reviewers for their paper. Authors get an
immediate acknowledgment that their submission has been
received, and they can watch the progress of their manuscript.
The record of their submission, including editors’ and reviewers’
reports, remains on the system for future reference.

The system itself offers extensive help, and the BMJ Online
Submission Team will help authors and reviewers if they get
stuck.

Benchpress is accessed via http://submit.bmj.com or via a link
from bmj.com
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